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Abstract

Previous research has demonstrated the efficacy of two explanation-based approaches for increasing learning in
educational games. The first involves asking students to explain their answers (self-explanation) and the second
involves providing correct explanations (explanatory feedback). This study (1) compared self-explanation and
explanatory feedback features embedded into a game designed to teach Newtonian dynamics and (2)
investigated relationships between learning and individual differences. The results demonstrated significant
learning gains for all conditions. There were no overall differences between conditions, but learning outcomes
were better for the self-explanation condition after controlling for the highest level completed by each student.
Analyses of individual differences indicated that certain threshold inhibitory control abilities may be necessary
to benefit from the self-explanation in games.
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Introduction

Research on self-explanation by Chi and others has provided insight into the value of explanation for learning
(e.g., Chi, Bassok, Lewis, Reimann, & Glaser 1989; Roy & Chi, 2005; Chi & VanLehn, in press). A recent
review of research reports that self-explanation results in average learning gains of 20% to 44% compared to
control conditions without self-explanation (Roy & Chi, 2005). This emphasis on explanation is mirrored in
research on science education. Work by White and Frederickson (1998, 2000), for example, demonstrates the
value of asking students to reflect on their learning during inquiry with physics simulations. Similarly, a
growing body of research and scholarship on games and cognition emphasizes informal cycles of prediction,
explanation, and refinement at the core of game-play processes (Salen & Zimmerman, 2004, Wright, 2006). We
have found, however, that implementing self-explanation in educational games requires careful consideration of
the specific affordances and constraints of digital games as a medium and careful evaluation of the relationships
between individual abilities, gameplay, and learning outcomes.

Two explanation-based approaches have proved effective for increasing learning in educational games: asking
students to explain their answers (self-explanation) and providing students with an explanation (explanatory
feedback). The present study includes two versions of self-explanation (partial and full) and one version of
explanatory feedback. Given overall similarities observed between the partial and full self-explanation
conditions, we collapse across the self-explanation conditions in our analyses. This study explores the following
questions:

e What are the relative advantages of self-explanation and explanatory feedback for middle school students
playing a game covering challenging concepts in Newtonian dynamics?

e How do students’ gameplay behaviors relate to game levels completed and learning outcomes?

e How do students’ attentional control abilities relate to gameplay behaviors, game levels completed,
motivation, and learning outcomes?

’ Corresponding Author: Stephen S. Killingsworth, s.killingsworth@vanderbilt.edu
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The following section begins by introducing the digital game used in the study. Subsequently, we discuss
background research on self-explanation and the rationale for an individual differences approach. The
introduction closes with an overview of the present study.

Background: Game Context

The Fuzzy Chronicles” is a game designed to support middle school students learning about Newtonian
dynamics (i.e., Newtonian relationships describing motion physics learning). The Fuzzy Chronicles (Figure 1)
and other early SURGE games are “conceptually-integrated games” (Clark & Martinez-Garza, 2012), in which
the science to be learned is integrated directly into the game mechanics (Clark & Martinez-Garza, 2012).
Specifically, interactions with game elements and the conditions for successful play are directly connected to
concepts in Newtonian dynamics, rather than being introduced through embedded activities isolated from
primary gameplay (i.e., during particular game phases or at locations in a game-world). The latter structure is
typical of many virtual worlds designed for science learning*.

Mass Gate Laser Speed Gate
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Figure 1. Key parts of a Fuzzy Chronicles level with labels (above) and a challenge level (below)

¥ This study employed an early version of The Fuzzy Chronicles. Newer versions of The Fuzzy Chronicles and
other SURGE games may be played at www.surgeuniverse.com.

* From our research with the conceptual integration approach used in The Fuzzy Chronicles, we have more
recently adopted an approach that we term “disciplinary integration” — see Clark, Sengupta, Brady, Martinez-
Garza, & Killingsworth (2015) for a full discussion of the rationale for conceptual integration, disciplinary
integration, and the shift from one to the other in our research and designs.
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In each level of The Fuzzy Chronicles, players must navigate a spaceship around obstacles to reach an exit
portal by placing commands on a timeline specifying the magnitude and direction of forces that the ship should
apply to achieve the desired path (see Figure 1). A grid is shown within the simulation space of the game
(representing distance intervals of one meter). Certain levels also contain Fuzzies (masses of 1 kilogram) that
the player may pick up, release, and throw (see Figure 1). The design emphasizes prediction instead of reaction
through (a) challenges requiring fewer but higher-impact decisions and (b) requiring players to place force
commands before viewing their effects. On each trial the student presses a “launch” lever to view the results of
her plan. Students can then revise their plan and re-launch in a new trial.

Background: Self-Explanation in Digital Games

Well-designed games must encourage generative processing (Mayer & Johnson, 2010) to ensure that players
make connections between gameplay and formal learning concepts. Unfortunately, few games provide direct
supports for generative processing (such as structures for externalizing and reflecting on game-play). More
often, articulation and reflection occur outside the game, through discussion among players or participation in
online forums (Gee, 2007; Squire, 2005; Steinkuehler & Duncan, 2008). Self-explanation has been proposed as
a possible device to encourage generative processing during educational gameplay. According to Roy and Chi
(2005), the process of self-explanation can encourage four key forms of cognition, including: (1) recognizing
what information is missing while generating inferences, (2) integrating the information taught within a lesson,
(3) integrating information from long-term memory with new information, and (4) identifying as well as
correcting information. Overall, self-explanation can encourage students to engage in meta-cognitive activities
to monitor what they do and do not understand about the material.

Self-explanation has been shown to produce average learning gains of 22% for learning from text, 44% for
learning from diagrams, and 20% for learning from multimedia presentations (Roy & Chi, 2005). Despite these
successes, implementing self-explanation in educational games has not shown such clear benefits. O’Neil et al.
(2014) provide certain possible reasons for this, arguing that in addition to generative processing, self-
explanation prompts could also result in extraneous processing by slowing down and distracting the player.
O’Neil et al. (2014) also raise the issue that students might respond quickly to avoid deeper processing during
self-explanation segments of a game in order to return to the active gameplay quickly.

A study by Moreno and Mayer (2005) demonstrates the need for careful attention to how self-explanation
features are implemented in a game environment. The authors conducted a study examining how multiple
features (including interactivity and self-explanation) affected learning from a simulation game, Design-a-Plant
(Lester, Stone, & Stelling, 1999). In the first experiment, students selected answers to questions about the types
of roots, stems, and leaves that allowed a plant to survive on a planet. One group of students engaged in self-
explanation (asked to provide an explanation for the answer to the plant question) and the other group did not.
The authors observed no benefit of self-explanation.

In a second experiment, Moreno and Mayer (2005) factorially manipulated interactivity and self-explanation
features. The program provided answers to the questions in the non-interactive condition and students provided
answers in the interactive condition. Critically, the authors found an interaction between interactivity and self-
explanation for far-transfer measures. Specifically for the non-interactive condition, far-transfer scores were
higher for students who engaged in self-explanation. For students with the non-interactive game, far-transfer
scores did not differ based on self-explanation. Generally, based on the first two experiments, the authors argued
that certain levels of interactivity may already facilitate students’ organizing and integrating information at a
high level — such that self-explanation does not support further processing. Notably, however, other forms of
instruction have also shown limited the benefits of self-explanation because the instructional material
sufficiently covers the focal topics (see Matthews and Rittle-Johnson, 2009). Thus, interactivity may be just one
of several features of an instructional environment that can minimize the benefits of self-explanation.

In the final experiment by Moreno and Mayer (2005), interactivity and self-explanation were again manipulated
factorially. The authors also added a condition in which students choose their own answers, but then received
the correct answer before engaging in self-explanation (interactivity+correct-reflection). This allowed the
authors to separate the confounded effects of interactivity from the effects of reflecting on a potentially incorrect
answer (when explaining one’s own answer). The authors observed an overall benefit of self-explanation. The
authors also observed findings in the quality of students’ explanations, which can be explained by how quickly
students were guided to the correct answer in each condition. Students gave the lowest proportion of incorrect
explanations in the no-interactivity+correct-reflection condition, in which the program provided the correct
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answer immediately. Incorrect explanations were more frequent in the interactivity+correct-reflection, in which
the correct answer was provided only after students had potentially provided an incorrect answer. Incorrect
explanations were the most frequent in the interactivity+self-reflection condition, in which students had an
opportunity both to provide and then potentially reflect upon an incorrect answer.

Altogether, the results of the Moreno and Mayer (2005) study suggest that self-explanation may not always
benefit students in an interactive game environment, but further work is necessary to isolate the effects of self-
explanation (reflection) from the effects of whether students reflect upon correct or incorrect information. Given
the advantages for reflecting on correct information, one way to simplify the self-explanation process that still
provides feedback for students’ responses is to provide learners with a set of explanation options (“selected-
explanation”). Using a game-like environment for instruction on electrical circuits, Johnson and Mayer (2010)
found that gains from having students generate their own explanations were equivalent to gains with a base
version of the game (without self-explanation), but that having students select an explanation led to higher
performance on a transfer level of the game (see also Mayer & Johnson, 2010). As noted by O’Neil et al.
(2014), one potential issue is that self-explanation may result in extraneous processing. Students may not be able
to explicitly state the correct reasons for giving a particular answer. Providing students with possible
explanations as well as feedback can decrease incorrect thinking and reduce extraneous processing.
Furthermore, from a design standpoint, it is far simpler to provide quick and effective feedback for selected-
explanation responses than for open-ended self-explanation.

Three major recommendations that can be distilled from the literature to date on self-explanation and education
games are: 1) students must be asked to reflect upon correct information, 2) self-explanation prompts must take
into account the intrinsic processing demands of interacting with a game, 3) providing the students with
selection-based self-explanation questions instead of open-ended responses may decrease intrinsic processing
load and facilitate feedback.

Background: Cognitive Abilities and Attentional Control

Individual differences in cognitive abilities may have dramatic consequences for whether and how a student
benefits from a given instructional practice. In numerous studies, individual differences in abilities have been
shown to predict different learning outcomes for given instructional designs (e.g. Fuchs et al., 2014; Hoffler &
Leutner, 2011; Wiley, Sanchez, & Jaeger, 2014). Thus far, though close examinations of individual differences
in strategies and behaviors have received some attention, relationships with measured cognitive abilities have
received minimal attention within the literature on self-explanation or within educational games research.
Including cognitive ability measures in the present study can help determine who benefits from self-explanation
and clarify the relationships between cognitive processing and study outcomes.

The current study focuses on inhibitory control as an individual difference. Inhibitory control is thought to be
one important aspect of the set of diverse frontal lobe processes called executive functions (see Miyake et al.,
2000). We measure inhibitory control using the Attention Network Test (see Fan et al., 2002), which is thought
to measure three ways in which people voluntarily control visual attention to resolve conflicting responses to
information (inhibitory control), to select locations of meaningful information in the environment (attentional
orienting), and to prepare attention for expected meaningful events and maintain the prepared state (attentional
alerting). Inhibitory control (IC) reflects students’ abilities to inhibit responses to information that may
otherwise interfere with performance. 1C may reflect abilities to inhibit pre-potent (or “default”) responses and
to ignore conflicting information. IC is thought to be one element of the larger set of cognitive processes called
executive functions. Executive functions are responsible for regulating thought, action, and emotion based on
one’s current goals (Blair & Razza, 2007; Miyake et al., 2000).

Given that there is little available research from which to construct particular theories about the relationships
between measures in the Attention Network Test (ANT), gameplay, and learning, our analyses of IC in the
present study are exploratory. There is good reason, however, to expect that measures in the ANT (and
specifically measures of IC) are meaningful for science learning, are relevant for learning from gameplay, and
may be specifically relevant for learning from self-explanation. Best et al. (2009) propose that executive
functions impact learning outcomes in science (and other domains) either directly or through more complex
mental operations and classroom behaviors. Gropen and colleagues propose that as early as preschool, executive
functions may be critically important to developing hypothesis testing and abstract reasoning processes
supporting conceptual change in science education (Gropen, Clark-Chiarelli, Hosisington, & Ehrlich, 2011). In
late elementary and middle school, IC predicts scores on English, mathematics, and science assessments (St.
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Clair-Thompson & Gathercole, 2006) and overall semester grades (Visu-Petra et al., 2011). IC has also shown
important relationships with fluid intelligence (Unsworth, Spillers, & Brewer, 2009), suggesting general
relevance of these processes for academic achievement.

Although we are unaware of any research directly linking self-explanation and IC, one possibility for how these
constructs are linked is as follows. First, self-explanation may benefit learning through prompting students to
engage in metacognition that they otherwise would not (e.g., McNamara & Magliano, 2009; Roy & Chi, 2005) —
though there has been some difficulty measuring individuals’ abilities to engage in metacognition (see
McNamara & Magliano, 2009). Second, metacognitive processes are likely to be supported by IC (Fernandez-
Duque, Baird, & Posner, 2000; Flemming & Dolan, 2012) — perhaps specifically because inhibition may
facilitate students’ abilities to hold recently encountered content in working memory and to ignore current
sensory information and focus on potentially relevant aspects of the current topic. Thus, it is reasonable to
propose that individuals with better inhibitory control abilities (1) may be better at using self-explanation
techniques and/or (2) may benefit more from engaging in self-explanation.

Because relationships between cognitive abilities and gameplay have received scant attention in educational
games research, possible relationships with gameplay are speculative. Nevertheless, we propose that inhibitory
control may be relevant for productive play. Gropen et al. (2011) suggest that hypothesis testing and ignoring
experiential defaults are important features of science learning that are supported by IC. We expect these
benefits should also be relevant for developing abstract principles and rules that guide gameplay. Moreover,
games often involve graphical elements that are visually appealing, but not central to the game mechanics or to
the learning content. IC may help students ignore these elements and instead identify and compare strategically
relevant patterns within or across game levels. In addition to IC potentially being important for gameplay, we
suggest that the ability to rapidly scan and integrate multiple sources of information from different regions of
the game interface is likely to promote successful play. Because ANT orienting scores reflect abilities to shift
attention, higher orienting scores may predict higher game achievement because the students will be able to scan
and integrate information more rapidly.

Background: Gameplay-Based Individual Differences

In addition to the relationship between our primary IC measure and gameplay, we expect that student gameplay
strategies will impact game performance and learning. In a study with self-explanation in an educational game,
Hsu, Tsai, and Wang (2012) divided students into high and low engagement groups® based on the ratio of
correct to incorrect (or “I don’t know”) responses to self-explanation prompts. The authors found that high
engagement students scored significantly higher than low engagement students on their retention test. In this
case, patterns of student behavior during self-explanation questions are interpreted to reflect a particular
underlying state of the learner. Although an individual difference measure like this requires further validation to
gain broader acceptance, we believe that games and in-game questioning provide a wealth of potential measures
of student behavior that may reflect both strategies and other underlying states and traits of the learner.

In addition to the ANT, the second individual difference measure we include in the present study is how many
actions students perform per trial during gameplay. Actions here are changes to the timeline (e.g., adding or
removing a force command). This measure may have some relationship to students’ trial-and-error behavior (as
students who perform very few actions before each time they press launch to view the results of their actions are
likely to be viewing the results to attempt to guide each move). Moreover, there may be certain parallels
between a measure like this and measures of “gaming-the-system” that have been used to detect when students
are attempting to avoid effort in intelligent tutoring systems (see Adams et al (2014); Baker, Corbett, Roll, &
Koedinger, 2008).

¥ Generally, we advocate that researchers avoid dichotomizing a continuous variable. See Rucker, McShane, &
Preacher (2015).
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Figure 2. After the introductory dialog in a warp mission, students encounter the critical navigation challenge
component of the warp mission.

—
What happened when your ship moved
from the first Speed Gates (1m/s)
through the second (4m/s)?

For every 10N increase in boost force,
the speed increased by 1m/s.

A 30N extra boost increased the speed
by 4m/s.

A 40N extra boost increased the speed
by Sm/s.

A 40N extra boost increased the speed
by 3m/s.

You came through the secand
going 4mjs. What would have

happened if you then added a 20N

boost in the opposite direction?

What s 2 rule that could belp you the
next time you encounter ?

Figure 3. After succeeding in the navigation students encounter the explanation
phase of the warp mission. In the full self-explanation condition, the first of the three questions asks the student
to articulate the solution to the navigation challenge in a concrete manner (top), the second question asks the
student to characterize the solution with a more abstract/generalizable relationship (bottom left), and the third
question asks the student to articulate an even further abstracted a rule of thumb (bottom right).
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Rationale for the Present Study on Self-Explanation Prompts

Adams and Clark (2014) examined an early prototype of the explanation functionality in The Fuzzy Chronicles
using three conditions. Students in the self-explanation condition chose explanations before testing solutions,
after incorrect solutions, and upon successfully completing stages (e.g., when asked why they needed to apply
an impulse at the beginning of a level, students needed to choose “according to Newton’s 1st law the ship will
not move unless an unbalanced force acts upon it”). Students in the explanatory feedback condition received tips
instead of explanation prompts. Finally, students in the control condition received feedback only about whether
or not they succeeded on the level.

Though there were no overall differences between conditions, participants in the control group performed
significantly better on Newton’s second law questions compared to the self-explanation group. This was most
likely due to students in the control group completing more levels as well as reaching levels that included more
advanced concepts, but analyses were not presented that included level completions as a predictor/covariate to
explicitly evaluate the relationship between level completions and learning outcomes. This highlights the
importance of analyses that incorporate gameplay variables (such as level completions) into analyses of learning
outcomes. Instructional techniques such as self-explanation prompts may affect gameplay and may affect
learning indirectly through gameplay. The present study analyzes such relationships in greater depth. The study
by Adams and Clark (2014) also suggested two major ways to improve upon the level design and self-
explanation functionality embedded in The Fuzzy Chronicles.

Adams and Clark (2014) first suggest that students struggled with the level designs included in their study. The
sequence of game levels appeared to build difficult concepts too quickly for the middle school students, and
many levels introduced game entities (e.g., asteroids or shields) that were not directly relevant for learning and,
thus, increased extraneous processing. Adding the processing demands of self-explanation to already difficult
level designs may have occupied resources that might have otherwise supported generative processing. The
processing demands of the initial level designs may have also disrupted students’ experience of flow
(Csikszentmihalyi, 1991) while gaming. During a state of flow participants are completely absorbed in an
activity, which can be defined by characteristics such as concentration, time distortion, and sense of control
(Kiili, 2005). To address these issues, game levels were simplified to help students focus on the key concepts
and on related game mechanics.

The Adams and Clark (2014) study also suggests that the explanation functionality discouraged students from
separating levels into smaller chunks to manage cognitive demands. Students often chose to build, test, and
refine their solutions for only the initial section of a path before adding actions for subsequent sections of the
path. The explanation functionality discouraged this strategy because questions were posed each time a student
ran the simulation to view the results of an interim solution (adding an additional cost to repeated attempts).
Thus it became apparent that the explanation functionality might better be placed after a student had identified a
working solution rather than disrupting the solution process.

Beyond allowing students to manage cognitive demands through solving levels in smaller chunks, placing
explanation functionality after students identify working solutions has other potential benefits. Research with
cognitive tutors has shown that students will be more likely to engage in minimal processing and “game the
system” if they perceive the tutor to be unhelpful (Baker et al., 2008). Postponing self-explanation until after a
correct solution is likely to decrease perceiving the self-explanation functionality as unhelpful (as it will no
longer interfere with level solutions). Perhaps most critically, postponing self-explanation also focuses students
on the correct solution, which may be necessary for effective self-explanation (see Moreno and Mayer, 2005).
These lessons from Adams and Clark (2014) underscore the challenges in redesigning and applying the findings
of research from one learning context to another, particularly to contexts as rich as digital games. We adopted
the following prescriptions in reprogramming explanation functionality in The Fuzzy Chronicles.

e First, explanation activities should occur after students correctly complete the level that they will be
explaining.

e Second, the explanation functionality should be tied more closely to events in specific level segments so
that (a) the students can more easily connect the explanations to the gameplay and (b) the students will be
more likely to view the explanations as relevant and useful.

e Third, explanation activities and the game-play context in which they occur should be changed slightly each
time they are encountered for a given physics relationship to incentivize understanding rather than simple
memorization.

e Fourth, the explanation functionality should feel more a part of dialog with the game characters.
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These four recommendations for The Fuzzy Chronicles were achieved by the following concrete changes to the
game. First, we moved the explanation functionality into a new type of game level, which we call “warp
missions.” A trial in a warp level begins with some dialog where a game character asks the student for help.
Warp levels then present a basic navigation challenge about the focal physics relationship, similar to the
navigation challenge in a basic level (Figure 2). Students first need to solve the navigation challenge, and the
warp level tracks how many attempts the student makes before solving it. In the full self-explanation condition,
the student then encounters three explanation questions. The first question is very concrete and closely tied to
the navigation challenge the student has just completed, the second question abstracts the solution to a slightly
more generalizable form, and the third question frames the physics relationship in the most generalizable form
(Figure 3). After selecting an explanation for each question (correct or incorrect), the game character provides
feedback about the explanation. If the explanation was correct, the game character provides additional
information, and the dialog moves to the next phase. If the explanation was not correct, the game character asks
the student to reconsider the explanation.

After completing each trial of the warp mission, the game calculates a score for the student for that trial based
on the number of attempts required in the navigation challenge and the number of attempts for each explanation
question. The game computes an overall score for that warp mission based on the scores on the most recent
trials for that mission for that student. Students need to earn a mission score above a certain threshold to unlock
levels beyond the warp mission. If the student wishes or needs to play the warp mission again, the warp mission
randomly selects a slightly new configuration of the navigation challenge and explanation answers so that
students are encouraged to focus on the underlying concepts rather than merely applying a solution that was
memorized on previous trials.

=

Did you know that there is a constant
relationship between the boost force
and the change in Speed?

If you multiply the boost force by a
number, then that same number will

So if I double the amount of the boost
force, the change in speed doubles!

-
" /i
Figure 4. In the explanatory feedback condition, students are simply provided with the rule abstracting the
physics relationship. This contains the same information from the self-explanation conditions (the third question

of the full condition / the question from the shortened condition).

Time Remaining

Comparison Conditions for the Current Study

The current study was structured to include a full self-explanation condition, a partial self-explanation condition,
and an explanatory feedback condition. In the partial self-explanation condition, the explanation phase was
abbreviated to include only the third self-explanation question focusing on the most generalizable statement of
the physics relationship (Figure 3). In the explanatory feedback condition, the generalizable rule about the
physics relationship is simply provided to the student (Figure 4). The scoring mechanisms for trials were
accordingly adjusted such that the partial explanation condition was weighted evenly across navigation and
explanation while the explanatory feedback condition score was based solely on the navigation phase. Because
preliminary analyses revealed that the partial and full self-explanation conditions had similar effects on
gameplay and learning and had similar relationships with individual difference variables, we collapsed across
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the self-explanation conditions to simply compare self-explanation to explanatory feedback. We return to
discuss the lack of differences between the full and partial self-explanation conditions in the general discussion.

Research Questions and Hypotheses for the Current Study

The current study compares embedded self-explanation to embedded explanatory feedback in an educational
game. Though the study by Moreno and Mayer (2005) suggested that self-explanation will not be effective if
interactivity is high, we expect that adopting a selected self-explanation method (like Johnson and Mayer, 2010)
along with ensuring that students engage in self-explanation only after correctly completing a level will lead to
an advantage for self-explanation over explanatory feedback.

e Hypothesis 1. Students in the self-explanation condition will have better learning outcomes than
students in the explanatory feedback condition.

Because our game design allows students to progress freely through missions and all students are limited to a
fixed number of days of play time, this will inevitably lead students to encounter different amounts of game
content. Moreover, because new concepts are introduced throughout the level progression, students who
complete more levels will actually encounter concepts that other students may never reach. Given these
properties of our intervention, we formed the following two hypotheses.

e Hypothesis 2. Students who have higher pre-test scores will complete more levels.
e Hypothesis 3. Students who complete more levels will have higher post-test scores.

In addition to our interest in the effects of explanation functionality, we investigate how individual differences
in the number of actions per trial™ students take during gameplay affect learning and game play outcomes. As
mentioned, we believe that students’ gameplay behavior — which may be influenced by strategies, motivation,
and other factors — will impact game and learning outcomes. Notably, the number of actions produced per trial
is most likely to reflect prior knowledge. A player who is highly knowledgeable may produce more actions in a
shorter time because she is aware of the correct solution. This relationship is not guaranteed, however, and
player strategies may not track with intuitions. We investigate this metric in detail below (and discuss possible
interpretations in the analyses and discussion). We propose that actions per trial will influence level
completions, but will not be directly related to learning outcomes.

e Hypothesis 4. Students who produce more actions per trial in standard levels of the game will complete
more levels in the game.

In addition to our interest in the effects of explanation functionality, we investigate how students’ attentional
control abilities impact gameplay, game outcomes, and learning outcomes. To measure students’ abilities to
direct attention, we included the child-friendly Attention Network Test (Rueda et al., 2004). As discussed above,
we expect inhibitory control (measured in the ANT) may be relevant for learning science, gameplay, and
perhaps learning from self-explanation. There are several possibilities for how attentional control might
influence gameplay or learning from self-explanation. Thus, rather than form specific hypotheses, we put
forward the following general hypothesis.

e Hypothesis 5. The relationships between ANT scores, gameplay, and learning will differ between the

conditions.

Methods

Subjects

170 students from a middle school in the Southeastern United States participated in this study. The school
served a racially diverse, primarily lower middle class population (71% of students qualified for free or reduced

“ Notably, we include only actions per trial taken on incorrect trials because we wanted to determine how
students moved toward a correct solution. This also avoids trials in which students simply knew the solution and
immediately implemented it.
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lunch). 47 students in our sample were enrolled in an English Language Learning (ELL) program. 1 student was
removed from the study because he created two accounts and began playing the game over from the beginning
during the study. Data were not analyzed from students (N = 49) who failed to complete one or more measures
due primarily to absences. Additionally, data were not analyzed from students who failed to complete more than
4 levels of the game (N = 25) because our conditions were identical before the 4" level. This left 96 students’
data for analysis (54 males and 42 females).

The Fuzzy Chronicles Game Design

Game design. The game controls and game play mechanics are described in the introduction, above. The game
contained 3 types of levels: standard levels, warp levels, and boss levels. Students first played 3-4 standard
levels that gave the student a chance to play and explore a physics relationship (e.g., between the amount of
force applied and the magnitude of a change in velocity). After the standard levels, students entered a warp level
(discussed in depth above). Students then entered one or more challenge levels (or “boss levels”) where they
needed to apply the relationships in a more challenging combination. After completing the boss levels, the game
repeats the full cycle again with another concept. The game contained three core cycles with extra cycles to
challenge students who completed quickly.

Game conditions. There were three game conditions: explanatory feedback, partial self-explanation, and full
self-explanation (described above). Classrooms were randomly assigned to conditions. As mentioned above, our
analyses are collapsed into comparisons between the self-explanation and the explanatory feedback condition.

Please circle the best possible answer from the options below
Questioné

A 1kg object is moving to the right at 2m/s.
There is no friction. 4m/s toward the left

2mis toward the left
If 40N of force is applied for .1 seconds to the

left what is the object's new velocity? B . ........

D. e ..

Figure 5. Example “near-transfer” problem from the physics assessment administered before and after
gameplay.

Physics assessment. The assessment included 18 total questions. It is important to note that the pre-post
questions focus explicitly on solving challenges that are near transfer from the navigation challenges (i.e.,
solving similar challenges in a non-game context) and not on restating or explicitly articulating the generalizable
relationships that are the focus of the explanation functionality. More specifically, the test questions do not
focus on rote memorization or restatement of the explanation content. Instead, the relationship of the
explanation functionality to the test questions is indirect in the sense that focusing on deeper systemic
understanding during explanation phases should support more effective solutions to test questions. Questions
were presented in a paper packet with one question and a set of answers per page. The first 6 questions were
“near-transfer” items that included graphical representations of objects, forces, and a “dot trace” representation
to visualize paths and accelerations (see Figure 5). Each item had 4 possible answers that also had graphical
representations (see Figure 5).

The next 6 questions were text-based “far-transfer” items that presented a scenario and had 4 possible text-based
responses. These questions presented scenarios and students had to predict the outcome or indicate how an
effect could be achieved. The final 6 questions were text-based “explanation” items that were being piloted in
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this study but are not analyzed further. These items included general principles as warrants in the answer
choices (e.g., “The object continues moving at the same speed. The motion is unchanged because the forces are
balanced.”).

The Attention Network Test. We adapted the child-friendly version of the ANT (Rueda et al., 2004) for middle
school classroom use. On each trial (after a 1500ms ITI), a fixation cross was presented (400 to 1600ms). One
of four cue types was then presented (100ms): no cue, a central cue (appearing at the same location as fixation),
a double cue (appearing in both possible target locations), or a spatial cue (appearing at the upcoming target
location). Cues (asterisks) were about the same area as the target (1.7°). After a 400ms blank, the target (small
fish) was presented either 1.9° above or below the prior fixation location. The target was presented either alone
(neutral trials) or flanked by distractors (2 fish left and 2 fish right). Participants responded to the direction the
central fish was facing (left or right). For left-facing targets, the ‘z’ key was the correct response. For right-
facing targets, the ?° key was correct. On incongruent trials, distractors faced the opposite direction. On
congruent trials, all fish faced the same direction.

Feedback was provided as follows. For a correct response: “+10 pts.” For an incorrect response: “oops.” For a
delayed response (>1700ms): “too slow.” After 4 practice trials that required a correct answer, participants
completed 144 trials split into three 48-trial blocks with elective breaks between blocks up to 1 minute. Total
points were visible during breaks. Three “network scores” were calculated from the results of the ANT that
measure the contribution of three distinct forms of attentional control — though interactions have been observed
by several groups (e.g., Callejas, Lupianez, Funes, & Tudela, 2005; Fan et al., 2002). First, the executive score
was calculated for each student as the mean reaction time (RT) for all incongruent trials minus the mean RT for
all congruent trials. The executive score is thought to reflect inhibitory control abilities, with smaller scores
suggesting smaller differences between distracting and non-distracting trials (or greater inhibitory control).

Second, the orienting score was calculated as the mean RT for central cue trials minus the mean RT for spatial
cue trials. The orienting score is thought to index students’ abilities to use spatial information to aid attentional
selection. An increase in the orienting score means that students are relatively faster at responding when a
spatial cue is presented as compared to when only a central ready signal is presented. We interpret larger
orienting scores to reflect a greater benefit of using spatial cues to select information. Finally, the alerting score
was calculated as the mean RT for no cue trials minus the mean RT for double cue trials. The alerting score may
reflect abilities to sustain readiness to attend to information over a variable interval (from fixation) as compared
to when given a clear short-term alerting cue. Students have to wait only a short fixed interval for the target after
the alerting. With no alerting cue, the onset of the target is ambiguous and at a longer interval from fixation. We
interpret larger alerting scores to reflect a greater dependence on temporal cues.

Motivation questionnaire. The questionnaire included 4 Likert scale items with responses from 1 to 5.
Responses were labeled as: “Strongly Agree,” “Agree,” “Neutral,” “Disagree,” and “Strongly Disagree.” The
items included were as follows:

1. 1 liked playing this game.

2. This game was difficult for me to play.

3. 1 worked hard to understand how to play the game and complete missions.

4. 1 would like to play this game, or more games like it, again in the future.
Analyses

Removing ELL students. Given an unequal distribution across the three game conditions (with only 1 ELL
student in the explanatory feedback condition), differences in game levels and pre-test scores, and potentially
different relationships with individual difference measures (which may reflect differences in reading ability), we
chose to analyze data from non-ELL students only (N=85).

ANOVA analysis of the ANT. Data from the Attention Network Test were analyzed in an initial ANOVA (see
Fan et al., 2002; Rueda et al., 2004). These results are presented in an abbreviated form as they are not of
interest to most readers. Analyses of reaction times showed a significant main effect of cue type (no cue >
central > double > spatial), a significant main effect of compatibility (incompatible > compatible > neutral), and
a significant interaction between these factors. Analyses of accuracy showed a significant main effect of
compatibility only (compatible > neutral > incompatible). ANT network scores and reaction times from neutral
trials (with no distractors and no cues) were used as predictors in the models below.
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Scoring the motivation questionnaire. To analyze motivation questionnaire data, scores were first reverse coded
for ease of interpretation (1=Strongly Disagree, 5=Strongly Agree). Preliminary factor analysis confirmed our
expectation that two items: item 1 “I liked playing this game” and item 4 “I would like to play this game, or
more games like it, again in the future” assessed a common “interest” factor (though the effort item also loaded
on this factor). Reliability analysis for the two interest items was very high, a = .84. The two items were
averaged to form a single “interest” rating used in analyses below.

Regression, moderation, and mediation analyses. Regression analyses below present unstandardized
coefficients for slopes as using the symbol b and standardized coefficients as 4. Other than dummy-coded
variables, predictors were mean-centered in regression analyses to permit meaningful interpretations of
regression coefficients (Hayes, 2013). All mediation analyses below were conducted using the PROCESS
macros (Hayes, 2013). Unlike other approaches, the bias-corrected bootstrap approach to mediation analyses
implemented in the PROCESS macros does not suffer from being underpowered or from normality constraints
(for discussions of these issues see Hayes, 2013; Preacher & Hayes, 2008).

In certain cases below, the Johnson-Neyman technique was applied to examine regions of significance for a
particular interaction. The Johnson-Neyman (JN) technique allows one to make a non-arbitrary choice for
identifying regions of a given variable within which another effect is significant (see Hayes, 2013). The JN
technique derives the values of a continuous moderator (e.g., ANT executive scores) for which a t value,
calculated from the ratio of a conditional effect to its standard error (e.g., the ratio of the effect of game
condition on level completions to the standard error of this effect), is exactly equal to the critical value (in our
case o = .05).

Individual differences analyses. In the present experiment, we did not attempt to construct a detailed a priori
model of how components of the ANT would affect performance across our game conditions. Although our
analyses of individual differences are exploratory, we believe, as suggested by several authors (e.g., Cronbach
1957; Hayes, 2013), there can be great value in a degree of exploration within the model-building process.

For individual differences analyses, none of the mean values of predictors differed significantly between the
game conditions. In regression analyses, all VIF values were generally below 2 (excepting moderation analyses
and where mentioned). Many of the results, however, must be treated with caution given that level completion
counts were not normally distributed and given the fairly small sample size for certain analyses.

Extreme univariate outliers for ANT neutral reaction times (N=2) and executive scores (N=1) were removed.
The final sample contained 7